
BAYESIAN PREDICTIVE ANALYSES FOR AN EXPONENTIAL NON-

HOMOGENEOUS POISSON PROCESS IN SOFTWARE RELIABILITY 

 

 

 

 

ALBERT ORWA AKUNO 

 

 

 

 

 

 

A Research Thesis Submitted to the Graduate School in Partial Fulfillment of the 

Requirements for the Award of Master of Science Degree in Statistics of Egerton 

University 

 

 

 

 

EGERTON UNIVERSITY 

 MARCH, 2015 



 

ii 
 

DECLARATION AND RECOMMENDATION 

 

DECLARATION 

This thesis is my original work and has not been submitted or presented in part or whole for 

examination in any institution. 

Signature: …………………………..    Date: ………………………. 

Mr. Akuno A. O. 

SM12/3283/12 

 

RECOMMENDATIONS 

This thesis has been submitted with our approval as supervisors for examination according to 

Egerton University regulations.  

 

Dr. Orawo L. A. 

Department of Mathematics 

Egerton University        

Signature: …………………………..    Date: ……………………….  

 

 

Prof. Islam A. S. 

Department of Mathematics 

Egerton University         

Signature: …………………………..    Date: ……………………….



 

iii 
 

 

COPYRIGHT 

© 2015 Akuno Albert Orwa 

All rights reserved 

All rights reserved. No part of this research work may be reproduced, stored in retrieval system 

or transmitted in any form or by any means, electronic, mechanical, photocopying and recording 

without prior written permission of the author or Egerton University on that behalf. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

iv 
 

DEDICATION 

This thesis is dedicated to my mother Miriam Achieng Akuno, my late father Jared Akuno Orwa 

and my siblings: Calvince Opiyo Akuno, Elver Awuor Akuno and Debrah Atieno Akuno, all to 

whom I attribute my success in life. They have been a pillar in my life and a constant source of 

encouragement and tireless support in my academic and social life. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

v 
 

ACKNOWLEDGEMENT 

First, I would like to thank the Almighty God for having led me this far and having given me a 

good life, sound health and knowledge throughout this research. If it were not for God, I would 

have not gotten the opportunity to put this research work together and bring it to completion. 

Glory is to God for his grace is sufficient for all of us, Amen. I also want to express my sincere 

gratitude to the Egerton University council for having awarded me full masters scholarship to 

pursue this course. I will forever be grateful to my two supervisors, Dr. Luke Akong’o Orawo 

and Prof. Ali Salim Islam for their selfless support, positive criticism; both typographic and 

technical and guidance throughout the period when I was preparing this dissertation. Dr. Luke 

Akong’o Orawo was so resourceful and his programming techniques came in handy during the 

derivation of the methodologies in this dissertation. Thank you so much ‘Daktari’.  

In a special way, I want to thank my Mother for her constant prayers, financial support and 

undying understanding throughout my academic and social life. I will not fail to register my 

gratitude to my late father for his dedication and determination to see me reach to this level by 

working so hard to put me through secondary school. 

I also want to register my appreciation to my classmate Veronica Kariuki with whom we were 

working on the same area of study. Her support and scholarly comments were so vital in the 

preparation of this document. I am equally grateful to my other classmates; Timothy Mutunga, 

Charles Wambugu, Jennifer Nthiwa, Walter Japar and Lawrence Areba for their support and 

positive comments when we were doing our classwork and also in my social life. 

To the many people who are not mentioned but contributed to the fruition of this work, your 

support, care and understanding is hereby fully registered and recognized. 

 

 

 

 



 

vi 
 

ABSTRACT 

Software reliability is defined as the probability of failure free operation of a software in a 

specified environment during a specified period. Software reliability has been the focus of 

several researches over the last four decades. One of the earliest software reliability models is the 

exponential nonhomogeneous Poisson process developed by Goel and Okumoto in 1979. Most 

research works have considered fitting different software reliability models to different software 

reliability data where the estimates of the parameters of the models are obtained by maximum 

likelihood method. However, the problem of predictive analysis on the Goel – Okumoto software 

reliability model has not so far been explored despite the fact that predictive analysis is very 

useful for modifying, debugging and determining when to terminate software development 

testing process. This would lead to improved software reliability and efficient use of resources 

during software development testing. To assess and improve software reliability, software 

developers have to perform operational profile testing where they emulate the end-user 

environment during software testing. Operation profile testing is difficult and time consuming 

especially when there are multiple types of end-users and hence there is the need for software 

predictive analysis. The main objective of this study was to perform Bayesian predictive analyses 

on the Goel – Okumoto software reliability model. Informative and non-informative priors for 

one-sample case and non-informative prior for two-sample case has been used in the study. Brief 

literature on NHPP is given in chapter four. The various issues that are associated closely to 

software development testing process have been outlined in Chapter three as issues A1, B1, C1 

and D1 for one-sample case and issues A2, B2 and C2 for the two-sample case. These issues 

have been addressed by various propositions given in chapter four as follows: Issues A1, B1, C1 

and D1 have been addressed by propositions A1, B1, C1 and D1 respectively. The same issues 

A1, B1, C1 and D1 have been addressed by propositions A1.1, B1.1, C1.1 and D1.1. which have 

been developed using informative prior. Issues A2, B2 and C2 have been addressed by 

propositions A2, B2 and C2 respectively. The propositions for the single sample case have been 

illustrated by secondary software failure data while the propositions for the two-sample case 

have been illustrated by simulated software failure data. The summary, conclusions and 

recommendations for further research is given in chapter five. The R-language programs that 

were used in the analysis are provide in the appendix.  
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CHAPTER ONE 

INTRODUCTION 

1.1 Background Information 

Over the last decade of the 20th century and the first few years of the 21st century, the demand for 

complex software systems has gone up as it is seen that currently, computer systems have 

become an indispensable component of our modern society. Today, computers are embedded in 

automotive mechanical and safety control systems, industrial and quality control processes, real-

time sensor networks, aircrafts, nuclear reactors, hospital healthcare and air traffic control 

systems among others. Consequently, the reliability of software used in these systems has been a 

major concern and a requirement in the modern generation. Software reliability is defined as the 

probability of failure free software operations for a specified period of time in a specified 

environment (Nuria, 2011).  

A single software defect can cause system failure and to avoid these failures, reliable software is 

required (Satya et al. 2011). Software reliability is achieved through testing during the software 

development stage (Daniel and Hoang, 2001). Running test cases in a manner that exercises the 

software similar to the way users will operate the software in their particular environment is the 

usual criteria for removing bugs in the software that may cause its failure (Daniel and Hoang, 

2001). However, emulating end-user environment during the test interval is difficult and time 

consuming especially when there are multiple types of end-users. Besides, business pressure to 

release a software system within a tight market window puts a constraint on the amount of time 

that can be spent testing the software (Daniel and Hoang, 2001). Software reliability modeling 

comes in handy to address this dilemma.  

Software reliability modeling can provide the basis for planning reliability growth tests, 

monitoring progress, estimating current reliability, forecasting and predicting future reliability 

improvements (Meth, 1992). This implies that a software reliability growth model is a powerful 

tool for forecasting and predicting the next failure time of software given initial failures and the 

software user-environment. Forecasting and prediction is achieved through predictive analyses. 

In particular, predictive analyses are useful in determining when to terminate the development 

process of software or hardware (Jun-Wu et al. 2007). Often, a prediction interval is constructed 
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to provide the time frame when the  future failure observation will occur with a pre-

determined confidence level. 

Many software reliability growth models that can be used for predictive analyses have been 

developed by various authors in the past three decades. The Goel – Okumoto software reliability 

model is among the pioneer exponential non-homogeneous Poisson process software model 

having been proposed by Goel and Okumoto in 1979. The model is based on the assumptions 

that failures are observed during execution caused by remaining faults in the software; whenever 

a failure is observed, an instantaneous effort is made to find what caused the failure and the 

faults are removed prior to future tests; all faults in the software are mutually independent and 

that there is a perfect debugging process, i.e. there is no new fault that is introduced into the 

software during the debugging process (Kapur et al. 2011). These assumptions lead to a mean 

value function that depicts a decreasing failure rate. Meaning that the number of failures per 

given time is decreasing as test time grows large. When predictive analysis is done based on this 

model, the predicted future failures should portray this phenomenon of decreasing failure rate.  

There are two main aspects of a good reliability model. First, the model must remain stable 

during the entire testing period for any particular testing environment. Secondly, a reasonably 

accurate prediction of reliability must be provided by the model (Kapur et al. 2011). The Goel – 

Okumoto (1979) model has been used in various testing environment and in many instances, it 

provides good estimation and prediction of software reliability. 

Bayesian reliability modeling is anchored on the development of reliability posterior distribution 

from which predictive inference is made. The reliability posterior distribution is often 

constructed using prior distribution which encapsulates prior information about the parameters of 

the software reliability model. The advantage of using Bayesian statistics is that it allows prior 

information such as engineering judgments and test results to be combined with more recent 

information like test or field data. This is important since it helps software developers to arrive at 

a prediction of reliability based upon a combination of all available information (Allan, 2012). 

Furthermore, it is important to note that in software reliability modeling, early test results do not 

tell the whole results. A reliability assessment comes not only from testing the product itself but 

also from the information which is available prior to the start of the test. This information may 

include; the environment under which the software will work, previous tests on the software and 
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even intuition based upon experience (Allan, 2012). The fundamental question therefore is ‘why 

should this useful prior information not be used to supplement and achieve more robust final 

reliability results?’ 

1.2 Statement of the problem 

The use of computer systems and modern communication technologies has become an integrated 

part of human activities in the world. Computer systems are enormously utilized in several areas 

including but not limited to those with safety – critical functions and thus production of reliable 

software through statistical predictive analyses is of great interest. The Goel – Okumoto software 

reliability model, an exponential non-homogeneous Poisson process, has been used in various 

software testing environment. In many instances the model has provided good fit to software 

reliability data and hence, can be considered as a useful reliability model. Most research works 

have considered fitting the model to different software reliability data where the parameters of 

the model are obtained by maximum likelihood method. However, both frequentist and Bayesian 

predictive analyses on the model has not so far been explored. Predictive analysis is very useful 

for modifying, debugging and determining when to terminate software development testing 

process, leading to improved software reliability. Bayesian predictive procedure is advantageous 

over frequentist approach in that it allows the input of prior information about the reliability 

growth process. This research has therefore performed one-sample and two-sample Bayesian 

predictive analyses on the Goel – Okumoto software reliability model using informative and 

non-informative priors. 

1.3 Objectives 

1.3.1 General objective 

To conduct Bayesian predictive analyses on the Goel – Okumoto software reliability model. 

1.3.2 Specific objectives 

1. To perform one-sample Bayesian predictive analysis on the model using non-informative 

and informative priors. 

2. To perform two-sample Bayesian predictive analyses on the model using non-informative 

priors.  
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3. To generate synthetic software failure data from the Goel – Okumto software reliability 

model. 

1.4 Assumptions 

1. There must have been initial operational profile tests of the software. 

2. If the software failure times are  where  is time truncated, 

we assume that  

1.5 Justification 

The reliability of any software is of great interest to the software developers before a decision is 

made to release the software into the market. Software developers need correct and concise 

information about how reliable software is before they decide to release the software into the 

market. It has been widely observed that software warranties, even of a primitive kind are hard to 

come by. It has also been observed that software producers often attempt to avoid any 

responsibility of software failure once it has been released into the market. Therefore, the 

producers will prefer any information that will lead to low cost but high quality software. 

Software reliability is achieved through testing during the software development stage. However, 

there exists a conspicuous trade-off between spending too much time testing software, which 

obviously delays the release, and too little time testing software and eventually exposing the 

users to poor quality software. In order to improve software reliability, most software developers 

will go for that procedure that minimizes the cost of software development and at the same time, 

guarantees the reliability of the software. This can be achieved through software predictive 

analysis. This study has therefore developed Bayesian predictive analyses procedures on the 

Goel – Okumoto software reliability model, an exponential non-homogeneous Poisson process. 

The procedures will enable software developers to achieve the desire of early release of high 

quality and reliable software into the market.   
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Counting processes 

A counting process is simply the count of the number of events that occur in any time interval. 

An indexed collection of random variables is called a stochastic process and when the focus is on 

counts, the process is called a counting process and is denoted by ( ),  t 0N t  . Models employing 

a counting process have played a major role in the analysis of systems composed of randomly 

occurring events. For instance, suppose the interest is in observing repeatable events occurring 

over a period of time. A simple example is the arrival of customers at a station e.g. a bank for 

service. Other examples include the occurrence of earthquakes of a certain magnitude at a 

particular location over time and the times of software failures. What is of importance in this 

study is the point in time when software failure is experienced.  

 

A software system receives different types of input each with its own different path through the 

software thus the creation of a capability of bringing different errors into light                                 

(Jelinski and Moranda, 1972). The different input types are viewed as arriving randomly to the 

software leading to detection of errors in a random way. The end result is that there is an 

underlying random process that governs the software failures. This justifies the use of stochastic 

methods to model software failures (Singpurwala and Simon, 1994). There are some 

probabilistic models describing the counting process. These are homogeneous and non-

homogeneous Poisson processes. The following definitions are given in terms of software failure 

as that is the focus of the study. 

2.1.1 Poisson processes 

A counting process  ( ),  0N t t   is said to be a Poisson process if  

i. (0) 0N   

ii. For any time points 
0 1 2

0 ...
n

t t t t      the random 

variables 0 1 1 2 1
( , ],  ( , ] , ...,  ( , ]

n n
N t t N t t N t t

 are independent random variables. This is called 

the independent increment property. 
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iii. There is a function  such that  
0

Pr[ ( ) ( ) 1]
( ) lim t

N t t N t
t

t
  

   



 

 

iv. 
0

Pr[ ( ) ( ) 2]
( ) 0.lim t

N t t N t
t

t
  

   
 


 This property precludes the possibility of 

simultaneous failures. 

The above properties (i) to (iv) of the Poisson process imply that  

      0 0

1
Pr[ ( ) ] ( ) exp ( )

!

n
t t

N t n x dx x dx
n

 
   

     
   
            (1) 

2.1.2 Homogeneous Poisson Processes 

A counting process  ( ),  0N t t   is said to be a homogeneous Poisson process (HPP) if the 

intensity function  is constant (Zhao, 2004), i.e.   ,  0t     and 

i. The failure at time zero,  0 0N  . 

ii. The process has independent increment and stationary increment. A point process has 

stationary increments if for all  ,  Pr ,k n n s k     is independent of  

iii. The number of events occurring in any interval of length 
2 1

t t t   has a Poisson 

distribution with mean t , that is 

2 1 1 2

( )
Pr[ ( ) ( ) ] ,      0 , 0,1, ...

!

t n
e t

N t N t n t t n
n






               (2) 

A homogeneous Poisson process has the following properties (Rigdon and Basu, 2000) 

i. A process is a Homogeneous Poisson process with constant intensity function  if and 

only if the times between events are independent and identically distributed exponential 

random variables with mean 1 /   

ii. If 
1 2

0 ...
n

T T T     are the failure times from a HPP, then the joint probability 

distribution function of 
1 2
, , ...

n
T T T  is 
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1 2 1 2
( , , ..., ) , 0 ...ntn

n n
f t t t e t t t





               (3) 

iii. The time to the  failure from a system modeled by a HPP has a gamma distribution 

with parameter ,  1 /n    . 

iv. For a HPP, conditional on  N t n  the failure times 
1 2

0 ...
n

T T T     are distributed 

as order statistics from uniform distribution in the interval  0, t . 

v. The probability of a system failure after time t  is      Pr Pr 0  
t

R t T t N t e


        

2.1.3 Nonhomogeneous Poisson Processes 

A Nonhomogeneous Poisson Process (NHPP) is a Poisson process whose intensity function is 

not a constant (Zhao, 2004). A counting process  ( ) 0,  0N t t   has a nonhomogeneous 

Poisson process if          

i.  0 0N   

ii. The process has independent increment 

iii. The number of failures in any interval 
1 2

( , ]t t  has a Poisson distribution with mean 

 
2

1

t

t

t dt , that is 

    

2 2

1 1

2 1

1
Pr[( ( ) ( )) ] exp ( ) ( )

!

k
t t

t t

N t N t k t dt t dt
k

 

    
        

    
    

          (4) 

The following are the properties of non-homogeneous Poisson process (Rigdon and Basu, 2000). 

i. The joint pdf of the failure times 
1 2
, , ...

n
T T T  from a nonhomogeneous Poisson process 

with intensity function  t  is given by 

1 2

1 0

( , , ..., ) ( ) exp ( )

Tn

n i

i

f t t t t t dt 


  
   
   
            (5) 
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where T is the stopping time: 
n

T t  for the failure truncated case, T n  for the time 

truncated case. This is also known as the likelihood function. 

ii. If 
1 2

0 ...t t    are the epochs at which the failure times occur, then the between 

occurrence intervals  
1

     ( 1, 2,  )
k k k

T t t k


     are independent random variables and with 

densities 

1

( ) ( ) exp ( )

k

k

k

t

t k k

t

f t t t dt 



 
  

 
 
            (6) 

Again, 
1 2

( , , ...)t t  is a Markov sequence with transition density given as 

1

1
Pr( | ) ( ) exp ( )

k

k

t

k k k

t

t t t t dt 





 
  

 
 
            (7) 

iii.  Conditional on  N t n , the n  failure times 
1 2

0 ...
n

T T T     have the same 

distribution as order statistics corresponding to a random sample of  observation from 

the density 

  

0

0

0

( ) ( ) / ( ) ,  0 ,

T

f t t t dt t T               (8) 

which reduces to the uniform distribution over  0
0, T  when ( )t  . 

Since the 1970s, software reliability has been an important research topic. Models based on non-

homogeneous Poisson processes (NHPP) have played an important role in such studies since 

NHPPs are key in describing the fault detection process of software (Zhao and Xie, 1996). The 

NHPP models are also used when modeling and analyzing the failure process of repairable 

systems. A good example of a NHPP is the Weibull process with intensity 

function

1

( )
t

t






 



   
    
   

. The Weibull process can in some cases be used to model software 

failures but it is mostly used to model and analyze the failure process of repairable systems. For 

instance, Jun-Wu et al. (2007) performed a predictive analysis for nonhomogeneous Poisson 
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processes with power law using Bayesian approach. The analysis was done to predict failure 

times of radar system development and an electronic system development. In the literature, this 

NHPP possess different names such as power law process (Preeti and Nidhi, 2011; Jun-Wu et al., 

2007; Muralidharan et al., 2008; Zhao, 2004) and the Duane (1964) model. 

The power law process has been widely used in modeling failure times of repairable systems and 

detecting software failures. For instance, frequentist estimation of unknown parameters of this 

model has been studied (Crow, 1982; Bain, 1978; Bain and Engelhardt, 1980). Classical 

estimation of the future reliability based on a predictive distribution has also been done 

(Muralidharan et al., 2008). They also obtained point and interval estimates of the parameters as 

well as reliability analysis based on full likelihood and predictive likelihood. Empirical Bayes 

Analysis on the Power Law Process with Natural Conjugate Priors was done by Zhao (2010). 

Bayesian predictive analysis on the power law process using non – informative priors has been 

done by (Zhao, 2004; Guida et al., 1989; Shaul et al., 1992; Jun – Wu et al., 2007). The power 

law process is widely applied in monitoring reliability growth during the development test phase.  

However, the Power Law Process has some drawbacks in the reliability growth context. This is 

because the intensity function of the PLP model brings along with it two unrealistic situations; it 

tends to infinity as t  tends to zero and tends to zero as t  tends to infinity (Preeti and Nidhi, 

2011). Modified PLP model has been proposed to overcome the latter drawback and Doubly 

Bounded PLP model to overcome both the drawbacks (Preeti and Nidhi, 2011). System 

reliability measures of intensity function and Mean Time Between Failures (MTBF) has also 

been used for reliability prediction of the PLP model. 

Other non-homogeneous Poisson processes include Goel – Okumoto (1979) software reliability 

model with intensity function  
t

t e


 


 , Musa – Okumoto (1984) model with 

( ) / ( ),t t    the delayed S – shaped model, and Yamada et al., (1983) model with 

2
( )

t
t te


 


 . 

2.2 Bayesian Methods 

The Bayes rule in statistical inference was first introduced by the 18th century clergyman and 

mathematician Thomas Bayes. Andrew et al. (1995) outlines the Bayes procedure. Bayesian 
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procedures are widely known and may be found in many Bayesian books and statistical journals 

that apply Bayes methods in their study. 

2.2.1 Prior distributions 

The main goal of a typical Bayesian statistical analysis is to obtain the posterior distribution of 

model parameters. The posterior distribution is best understood as a weighted average between 

the knowledge about the parameters before data is observed, which is represented by the prior 

distribution and the information contained in the data about the unknown parameters which is 

represented by the likelihood function (Glickman and Van, 2007).  

 

Before a Bayesian analysis is conducted, the statistician needs to observe the data at hand and 

formulate or choose a probability model for the data. Once the data model is formulated, a 

Bayesian analysis requires the assertion of a prior distribution for the unknown parameters of the 

model. The prior distribution can be viewed as representing the current state of knowledge or 

current description of uncertainty, about the model parameters prior to data being observed 

(Glickman and Van, 2007). Prior distributions are divided into two categories namely, 

informative and non-informative priors.  

 

For the case of informative priors, the statistician uses his intuitive knowledge about the 

substantive problem at hand, perhaps based on past data along with expert opinion to formulate a 

prior distribution that properly reflects his (and experts’) beliefs about the unknown parameters 

of the model. This approach has always been criticized as it seems at first to be overly subjective 

and unscientific. However, it can be argued that if prior knowledge or information about the 

model parameters exists prior to observing data, then it would be unscientific not to include such 

knowledge or information into data analysis.  

 

The second main approach to choosing a prior distribution is by using non-informative prior. 

This approach represents ignorance about the model parameters. This approach is also called 

objective, vague, diffuse and sometimes, reference prior distribution. Choosing a non-

informative prior distribution is an attempt towards objectivity as it involves acting as though no 

prior knowledge about the parameters exists before data is observed. This is achieved through 
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assigning equal probabilities to all values of the parameters. The beauty of this approach is that it 

directly addresses the criticism of informative prior distributions as being subjectively chosen.  

2.2.2 Bayes rule 

If   is a parameter and y  is a random variable, the probability statement about  given  can be 

made when we first consider a model providing a joint probability distribution for  and  

(Andrew et al., 1995). The joint probability mass or density function are written as a product of 

two densities that are often referred to as the prior distribution Pr( )  and the sampling 

distribution Pr( | )y   respectively, that is 

Pr( , ) Pr( ) Pr( | )y y    

Conditioning on the known value of y and using the basic conditioning property known as the 

Bayes’ rule, we obtain the posterior density as 

Pr( , )
Pr( | )

Pr( )

y
y

y


   

      
Pr( ) Pr( | )

Pr( )

y

y

 
            (9) 

where Pr( ) Pr( ) Pr( | )y y


    and the sum is over all possible values of  and for the case of 

continuous  Pr( ) Pr( ) Pr( | )y y d    . An equivalent form of the posterior distribution above 

omits the factor Pr( )y  that is independent of  and with fixed y which is considered as a 

constant of proportionality yielding the unnormalized posterior density which is the right side of 

the equation Pr( | ) Pr( ) Pr( | )y y   . 

 

This expression encloses the technical core of Bayesian inference. The primary task of any 

specific application is to develop the model Pr( , )y  and perform the necessary computation to 

summarize Pr( | )y  in appropriate ways (Andrew et al., 1995). 

 

2.2.3 Bayesian Predictive inference 

The posterior distribution,  is used as a means of making inference about the parameter  

In order to make inference about an unknown independent future observation, Andrew et al. 
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(1995) indicate that before the data y are considered, the distribution of the unknown but 

observable  is 

Pr( ) Pr( , )y y d    

                    Pr( ) Pr( | )y d     

This is often called the prior predictive distribution. The predictive distribution Pr( ),y  is called 

prior because it is not conditional on a previous observation of the process and predictive 

because it is the distribution of a quantity that is observable. After the data  has been observed, 

the future but unknown observation  from the same process can be predicted. The distribution 

of is called the posterior predictive distribution since it is conditional on the observed . The 

posterior predictive distribution of   is given as 

Pr( | ) Pr( , | )y y y y d 
 

   

   Pr( | , ) Pr( | )y y y d  


   

 

     Pr( | ) Pr( | )y y d  


           (10) 

Bayesian methods have been widely used in the study of non-homogeneous Poisson processes, 

specifically, in software reliability models. Gibbs sampling technique with data augmentation 

and with the metropolis algorithm has been used to compute the Bayes credible sets estimates, 

mean time between failures and present system reliability (Lynn and Tae, 1996). This was a 

unified framework that incorporated four software reliability growth models namely; Duane 

(1964), Jelinski and Moranda (1972), Goel – Okumoto (1979) and Musa – Okumoto (1984) 

software reliability models.  

 

Bayesian methods has been used as a basis for computation for the superposition of non-

homogeneous Poisson processes (Tae and Lynn, 1999). Bayesian and empirical Bayes 

approaches have also been applied on reliability growth models based on the power law process 

and also in the study of microarrays (Zhao, 2004). Bayesian predictive analysis on the power law 

process using non – informative priors have also been conducted (Jun – Wu et al., 2007). 
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2.3 Prediction interval 

A prediction interval is a confidence interval for a future observation or a function of some future 

observations (Jun – Wu et al., 2007). Specifically, a double-sided (bilateral) prediction interval 

for a future failure time n k
t

  with confidence level   is defined by 
, ( ) , ( )

,
n k L n k U

T T
  

 
 

 such 

that
, ( ) , ( )

Pr
n k L n k n k U

T t T
 


  

   
 

. Similarly, a single-sided (unilateral) lower or upper 

prediction limit for n k
t

  with level   is defined by , ( )n k L
T

  (or , ( )n k U
T

 ) which satisfies 

, ( )
Pr

n k L n k
T t




 
  
 

 (or 
, ( )

Pr
n k n k U

t T



 

  
 

). Both , ( )n k L
T

  and , ( )n k U
T

  depend only on a 

single sample (or a single software) and are called single-sample prediction limits. Prediction 

limits involving two samples (or two softwares) can be defined similarly and are called two-

sample prediction limits. 

 

2.4 The Goel – Okumoto (1979) software reliability Model 

Many software reliability models have been developed by various authors in the past three 

decades. These include the Goel – Okumoto (1979), Duane (1964), Jelinsiki and Moranda 

(1972), and the Musa – Okumoto (1984). The models are mainly based on the history of failure 

of software and they can be categorized depending on the nature of the failure process studied. 

For instance, the Goel – Okumoto (1979), Duane (1964), and the Musa – Okumoto (1984) 

software reliability growth models are categorized as NHPP (Razeef and Mohsin, 2012; Amrit, 

1985; Jun-Wu et al., 2007; Kapur et al., 2011; Lynn and Tae, 1996).  

 

The Goel – Okumoto (1979) model is among the earliest exponential NHPP software reliability 

model to be developed. The model was proposed by Goel and Okumoto in 1979. The model has 

been applied to a variety of software testing environments and therefore, it can be considered as 

a useful reliability model (Kapur et al., 2011). The model is based on the following assumptions: 

i. The number of failures experienced by time t follows a Poisson distribution with mean 

value function  

ii. The number of software failures that occur in  with  is proportional to 

the number of undetected faults,  with constant of proportionality being  
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iii.  For any finite collection of times 
1 2

...
n

t t t   , the number of failures occurring in each 

of the disjoint intervals      1 1 2 1
0, , , , ..., ,

n n
t t t t t


 are independent 

iv. Whenever a failure has occurred, the fault that caused it is removed instantaneously and 

without introducing any new fault in the software. 

In this model, it is assumed that a software system is subject to failures at random time caused by 

faults present in the system (Goel and Okumoto, 1979). If ( )N t , from the model, is the 

cumulative number of failures observed by time t , then ( )N t  can be modeled as a non-

homogeneous Poisson process. The above assumptions are best summarized by the following 

equations 

( )
[ ( )]

Pr[ ( ) ] ,   1, 2, ...
!

y m t
m t e

N t y y
y



          (11) 

( ) (1 )
t

m t e





            (12) 

'
( ) ( )

t
t m t e


 


             (13) 

where ( )m t  is the expected number of failures observed by time t and ( )t  is the failure rate, also 

known as the intensity function. In this model,   is the expected number of failures to be 

observed eventually and   is the fault detection rate per fault. In this model, the number of 

faults to be detected is a random variable whose observed value is dependent on the test and 

other environmental factor. 

The Goel – Okumoto (1979) model has been applied to a number of software testing 

environment (Kapur et al., 2011). For instance the Goel – Okumoto (1979) model has been used 

to develop a statistical control mechanism that could be used to detect whether a software 

process is statistically under control or not (Satya et al., 2011). This has been done using the ML 

estimates of the parameters of the model to calculate ( )m t  of the model and getting the respective 

control limits. Maximum Likelihood estimation of the parameters of the Goel – Okumoto (1979) 

model has been performed. In particular, it has been shown that the ML estimates of the 

parameters of the model are not consistent as the testing period extends to infinity (Daniel and 

Hoang, 2001). However, the ML estimate of the failure rate, a function of the ML estimates of 
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the Goel – Okumoto (1979) model parameters is consistent as the testing period grows large 

(Daniel and Hoang, 2001). An empirical method for selecting software reliability growth models 

for release-decision making has been given (Stringfellow and Amschler, 2002). This was 

achieved through applying iteratively various software reliability models namely Goel – 

Okumoto (1979), Delayed S-shaped, Gompertz and Yamada exponential software reliability 

growth models to weekly cumulative software failure data. The iterative application of the 

mentioned models to weekly cumulative software failure data aided in determining the number 

of remaining failures expected in software after release.  

Parameter estimation of the Goel – Okumoto (1979), Yamada S-shaped and Inflection S-shaped 

software reliability growth models has also been considered (Meyfroyt, 2012), where a necessary 

and sufficient condition with respect to the software failure data was established. The condition 

established ensures that the MLE method returns a unique positive and finite estimates of the 

unknown parameters of the models. Razeef and Mohsin (2012) presented software failure data 

which, after study, depicted that the failure rate, i.e. the number of failures per hour, seemed to 

be decreasing with time. This indicated that a non-homogeneous Poisson process with mean 

value function, ( ) (1 ),
t

m t e





  corresponding to that of the Goel – Okumoto (1979) software 

reliability model, was a reasonable model to describe the failure process.  

It is necessary to check if the data to be analyzed obey the Goel – Okumoto (1979) model. This 

can be done using, among other tests, the Kolmorgorov-Sminorv goodness- of-fit test for 

checking the adequacy of the model (Razeef and Mohsin, 2012). 

2.5 Summary  

From the literature, it is evident that most of the study that has been done on the Goel – Okumoto 

software reliability model is parameter estimation using, especially, the MLE method and model 

fit. There is a conspicuous absence of literature on both the classical and Bayesian predictive 

analyses on the model. This means that predictive analyses on the model have not so far been 

explored. This study therefore intends to perform Bayesian predictive analyses on the Goel – 

Okumoto (1979) software reliability model. 
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CHAPTER THREE 

MATERIALS AND METHODS 

3.1 Research Design 

The study has been confined within the limits of developing procedures that has been used to 

address four issues in single sample and three issues in two-sample prediction associated closely 

with software development testing program.  

The issues addressed in one-sample software development program are:  

A1: Suppose that the pre-determined target value 
tv

  for the failure rate of the software 

undergoing development testing is not achieved at time T , what is the probability that 

the target value 
tv

   will be achieved at time ,  >T  ?  

B1: Suppose that the target value  for the software failure rate is not achieved at timeT ,  

how long will it take so that the software failure rate will be attained at 
tv

 ?  

C1: What is the upper prediction limit (UPL) of e



 


  with level  ,   being a 

 predetermined value greater than T ?  

D1: What is the probability that at most k software failures will occur in the future time 

 period ( , ],  >TT   ?  

For the two-sample case, the issues addressed are: 

A2: How to predict the r th   1r  failure time r
y  of the second software; 

B2: How to predict the number of failures that will occur in the time interval 
2

(0, ]t  for the 

 Second software system.  

B3: How to predict the ,  (1 r m )rth   failure time 
r

y  of the second system supposing that 

the number of failures in the interval 2
(0, ]t  for the second system is m  but the exact 

occurrence times are unavailable. 

Bayesian approaches based on informative and non-informative priors for the single sample case 

and non-informative priors for the two-sample case have been adopted to develop predictive 

distributions and derive explicit solutions to the above mentioned issues.  
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The study has used uniform non-informative prior distributions for both the parameters   and 

  For the informative prior distribution, the study has assumed that the parameters   and   

both follow a gamma distribution with parameters ,  a b  and ,  c d  respectively where 

,  ,   and a b c d are known, i.e. ~  ( , )Gamma a b and ~  ( , )Gamma c d .    

3.2 Source of data 

The developed methodologies for both the single and two-sample cases have been illustrated by 

secondary software failure data. Data simulated from the Goel – Okumoto (1979) model has also 

been used to illustrate the derived methodologies. For the single sample case, the study has used 

secondary software failure data in the form of execution times between successive failures from 

one software system (Xie et al., 2002). The study has assumed that the failure times follow the 

NHPP with intensity function given in Equation (13). For the two-sample case, the study has 

used two data sets simulated from the Goel – Okumoto (1979) software reliability model. The 

study has also assumed that the simulated failure times follow the same NHPP with intensity 

function given in Equation (13). Further, for the two-sample case, the study has assumed that the 

failure times for the first software have been observed. 

3.3 Data analysis 

The study has used simulated and secondary software failure data. In some cases, the closed 

form for the posterior distributions and predictive inferences for the one-sample and two-sample 

cases using both informative and non-informative priors are not available. Hence, the study has 

employed the MCMC technique to obtain the predictive estimates. Programs for obtaining the 

predictive estimates using the MCMC technique for the secondary software failure data and 

simulated data have been developed. Analysis for both real and simulated data has been carried 

out using a statistical package called R-language version 3.0.1. 
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CHAPTER FOUR 

RESULTS AND DISCUSSIONS 

4.1 Introduction 

In this chapter, deviation of the methodologies that addresses the issues outlined in chapter three 

are given. The methodologies are given in terms of propositions. Proofs to these propositions are 

also given. An illustration of the derived methodologies using real data for the one-sample 

prediction and simulated data for the two-sample prediction is also performed. 

4.2 Some results used in the derivation of the methodologies 

In this section, formulas that will help to develop methodologies that will address the four issues 

A1, B1, C1 and D1 in single-sample prediction and three issues A2, B2 and C2 in two-sample 

prediction associated closely with software development testing program are formulated. The 

issues addressed in this chapter are as outlined in Chapter Three of this thesis. Propositions that 

address the issues and proof of the propositions are given. For these purposes, it is assumed that 

reliability growth testing is performed on a software and the number of failures of the software in 

the time interval (0, ]t , denoted by ( )N t is observed. Furthermore, it is assumed that  ( ),  0N t t   

follows the NHPP with intensity function given in Equation (13). Let 1 2
0 ...t t    be the 

successive failure times. Failure data is said to be failure-truncated when testing stops after a 

predetermined n  number of failures. We denote the n  failure times by 1
[ ]

f n

obs i i
Y t


  

where 1 2
0 ...

n
t t t    . Failure data is said to be time truncated if testing stops at a 

predetermined time t . We denote the corresponding observed failure data by  1
, , ..., ;

t

obs n
Y n t t t , 

where 1 2
0 ...

n
t t t t     . 

Let obs
Y represent 

f

obs
Y  or

t

obs
Y . The joint density of  obs

Y  is obtained from (5) as 

          1 (1 )
( | , )

n

i T

i

t
n n e

obs
f Y e e





   






 


          (14) 

Case 1: when the shape parameter   is known, we adopt the following non informative prior 

distribution for  :  
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1

( ) , 0  


  .          (15) 

The posterior distribution of   is thus obtained from Equation (9) as 

   0

( | , ) ( )
( | )

( | , ) ( )

obs

obs

obs

f Y
h Y

f Y d

   


    






. 

Using Equation (14) and Equation (15), we obtain 

   
1

1

1 (1 )

1 (1 )

0

( | )

n

i T

i

n

i T

i

t
n n e

obs

t
n n e

e e
h Y

e e d











 


  










  

 
  









.                                     (16) 

 Simplifying the denominator, we have 

   1 11 (1 ) 1 (1 )

0 0

n n

i iT T

i i

t t
n n e n n e

e e d e e d
 

 
 

     
 

 

  
     

 
   

          

 

 
1 1 (1 )

0

1( )

( )1

n

i T

i

n
T

t
n n e

n
T

en
e e d

ne










  





  



 



             (17) 

           

 

1( )

1

n

i

i

t
n

n
T

n e

e





 












                           (18) 

The integral part of Equation (17) integrates to 1 since it is a gamma distribution with parameters 

n and1
T

e


 . Hence the denominator of Equation (16) reduces to Equation (18). Equation (16) 

therefore becomes  

 

1

1

1 (1 )

( | )

( )

1

n

i T

i

n

i

i

t
n n e

obs

t
n

n
T

e e
h Y

n e

e










 











  














 which reduces to  
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1 1 (1 )
( | ) ( ) (1 )

T
n e T n

obs
h Y n e e


 

 
    

           (19) 

Let y

 be the random variable being predicted. Then using Equation (10), the posterior 

predictive distribution of y

 is given as  

   0

( | ) ( | , ) ( | )
obs obs obs

f y Y f y Y h Y d  



 
          (20) 

Hence the Bayesian UPL for y
  with level   must satisfy  

    

( )

( | )

U
y

obs
f y Y dy




 



  .         (21) 

Case 2: when the shape parameter   is unknown, we consider the following non-informative 

joint prior density for   and   (we assume that   and   are independent). 

    

1
( , )  


 ,   , 0   .         (22) 

Hence the corresponding joint posterior density is obtained as  

       

1

1

1 1 (1 )

1 1 (1 )

0 0

( , | ) .

n

i T

i

n

i T

i

t
n n e

obs

t
n n e

e e
h Y

e e d d











 
 

   










   

  
   







 

        (23) 

The denominator of Equation (23) reduces to 

 

11

0

( )

1

n

i

i

t
n

n
T

e
n d

e











 








  after applying the results 

from Equation (17) and Equation (18). Hence Equation (23) reduces to 
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1

1

1 1 (1 )

1

0

( , | ) .

( )

1

n

i T

i

n

i

i

t
n n e

obs

t
n

n
T

e e
h Y

e
n d

e










 
 











   


 














         (24) 

The integration 

 

11

0 1

n

i

i

t
n

n
T

e
d

e











 






  in the denominator of Equation (24) has no closed form and 

hence the study will employ numerical technique (MCMC) to obtain its value. Let the value of 

this integral be denoted by a constatnt .k  hence

 

11

0 1

n

i

i

t
n

n
T

e
k d

e











 








 . Hence Equation (24) 

becomes  

         
  1

1 1 1 (1 )
( , | ) ( ) .

n

i T

i

t
n n e

obs
h Y k n e e





   






    


         (25) 

Similar to Equation (20) and Equation (21), Let yU  denote the Bayesian UPL of y with level , 

then  the posterior distribution of y
  is 

         0 0

( | ) ( | , , ) ( , | )
obs obs obs

f y Y f y Y h Y d d     

 

 
          (26) 

and

  

 

  

( | ) .

yU

obs
f y Y dy

 



               (27) 
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4.3 Main results for single-sample prediction using non-informative prior 

4.3.1 Proposition A1 

The probability that the target value 
tv

  will be achieved at time  ( )T    is  

     

1

1
1

0

(1 ) 11

0 0

1

1                                         if  is know n
!

1

1
1      if  is unkn

! (1 )

T

tv

n

T i

itv

h
T

etvn

e

h

h
T

t
etv nn

e

T n

h

e

e
e

h

e

e e
e d

k h e











 





 













 

 












 






  





 
 
 





 
 

 






  ow n



















     Prop. A1 

Proof 

Let ( / )
obs

f Y

  denote the posterior density of e




 


 . Hence the probability that the target 

value 
tv

  will be achieved at time   ( T  ) is given by 

         
0

Pr( | ) ( | )

tv

tv obs obs
Y f Y d



  
        .             (28) 

 When   is known, making the transformation e



 


 , we have 

e











  

and
1d

d e






 


 . Consequently, the posterior density of 
 is ( | ) ( | )

obs obs

d
f Y h Y

d





 


 . This 

implies that  
1

(1 )1 1
( | ) 1 .

( )

Tn
e n

Te

obs
f Y e e

e n e









  




 






 



 

 
  

 

 which after 

simplification reduces to 

              

1

1

1

( | ) .
( )

T

n
T

e

en

obs

e

e
f Y e

n



 



 


 


 







    
 

  

 
 
 




        (29) 

We note that 
  from Equation (29) follows a gamma distribution with parameters 

n and
1

T
e

e











. Noting that gamma and Poisson distributions have a relationship defined as 
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 1

1

00
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          (30)  

and from Equation (28) and Equation (29), we obtain 

    

1
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e
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h







 













 



 
 
 

  .         (31) 

Equation (31) implies the first part of the formula in Prop. A1 

When   is unknown, making the transformation e



 


  and   , we obtain 

e











  and   . Note that the Jacobian is
( , ) 1

( , )

d

d e




 

  


 . From Equation (25), the 

joint posterior density of ( , )

   is given as  

   

( , )
( , | ) ( , | )
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obs obs

d
f Y h Y
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From Equations (28), (30) and (32) we obtain 
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Equation (33) implies the formula in the second part of Prop. A1 

4.3.2 Proposition B1 

For given level  , the time *
  required to attain 

tv
  is  

      

2

*

1 (2 ; )
ln       if  is known

2 (1 )

                    if  is unknown

T

tv

n
T

e

T



 


  

 



  
  

   




           Prop. B1 

Remark 1: The second part of Prop. B1 is such that   is the solution to the equation  
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Proof 



 

25 
 

For given level  , the time required to attain the target value 
tv

  is *
T    where   satisfies 

Equation (28). When   is known, from Equation (29), it can easily be seen that 
1

2

T
e

e



 








 
 
 

 

follows a chi-square distribution with 2 n  degrees of freedom. Therefore, we have  

21
2 (2 ; )

T
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e
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e
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or 
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Making   the subject from Equation (35) we obtain  

         

2
1 (2 ; )

ln .
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T
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e


 


 


 
  

 

         (36) 

Therefore, from Equation (36), we obtain the time required to attain the target value 
tv

  for a 

given level   as 

        

2
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ln .

2 (1 )
T

tv

n
T
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         (37) 

Equation (37) implies the first part of the formula in Prop. B2 

When   is unknown, the time required to attain the target value tv
 with level   is *

T    

where   is the solution to  
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4.3.3 Proposition C1 

The Bayesian UPL of e



 


  with level   is  



 

26 
 

      

2

( )

(2 ; )
         if  is know n

2(1 )

                          if  is unknow n

T

U

tv

n e

e



 

  




 








 




           Prop. C1 

Remark 2: The second part of Prop. C1 is such that tv
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Therefore, for a pre-determined   ( )T  , the Bayesian UPL for 
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   as in 

Equation (40) which is as indicated in the first part of Prop. C1. 

when   is unknown, the Bayesian UPL for e
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  where 
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Remark 3: The UPL with level   is equal to the lower prediction limit with level 1    

4.3.4 Proposition D1 
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Proof 

The probability that at most k failures will occur in the interval 
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Solving the integral part, we proceed as follows: 
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(Since the integral part of Equation (47) integrates to 1 from the fact that it is a gamma 

distribution with parameters j  and (1 e
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Hence, the first formula of Prop. D1 follows. 

When   is unknown, noting that  Pr ( ) | , ,
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Where d k  as is used in Equation (25). Letter d  has been substituted for k  in Equation (50) 

since the summation is from n  to n k  and the 'k s  are not the same. Equation (50) implies the 

second formula in Prop. D1 

4.4 Main results for single-sample prediction using informative priors 

4.4.1 Some important results for the derivation of the methodologies 

In this section, we will still use the joint density of obs
Y  as is given in Equation (14).  
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After evaluating the denominator, Equation (52) reduces to  
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Case 2: When the shape parameter   is unknown, the study derives the joint informative prior 

distribution of  and   as follows, 
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4.4.2 Proposition A1.1 

The probability that the target value 
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We note that 
  from Equation (57) follows a gamma distribution with parameters n a  
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and from Equations (28) and Equation (57), we obtain 
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Equation (59) is exactly the same as the first formula in Prop A1.1 
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From Equation (28), Equation (30) and Equation (60) we obtain 
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Equation (61) is the same as the equation in the second formula of Prop. A1.1 

4.4.3 Proposition B1.1 
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Remark 3: The second formula of Prop. B1.1 is such that   is the solution to the equation  
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Proof  

For given level  , the time required to attain the target value 
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Making  the subject from Equation (63) we obtain  
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Equation (65) is as the equation in the first formula of Prop. B1.1 

When   is unknown, the time required to attain the target value 
tv

  with level   is '
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where   is the solution to  
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4.4.4 Proposition C1.1 
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Therefore, for a pre-determined   ( )T  , the Bayesian UPL for 
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4.4.5 Proposition D1.1 

The probability that at most k  failures will occur in the time interval ( , ]T   with T   is 
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Proof  

The probability that at most k failures will occur in the interval 
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Solving the integral part of Equation (72), we proceed as follows: 

0

1
(1 )

t

t t
e dt e

 



 
  . Substituting the limits T and   we obtain 

1 1
(1 ) (1 )

T
e e

 

 

 
    which 

reduces to 
1

( )
T

e e
 



 
 . Hence the integral part of Equation (72) is obtained as 

   

1

1( ; , )

1 ( )

( ) !

j

n

T j njt

j n

nD j n T

e e
e dt

j n

 




 

  



 

 



         (73) 

Substituting Equation (73) into Equation (72) we obtain 
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(Since the integral part of Equation (75) integrates to 1 from the fact that it is a gamma 

distribution with parameters j  and1 e


 ) 

After re-arranging Equation (76) we obtain 

   

11 1
.

11 1

n a j
T T Tn k

k T
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n ae e e b e b
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Equation (77) implies the first formula of Prop. D1.1 

When   is unknown, noting that  Pr ( ) | , ,
obs

N n k Y     and ( , | )
obs

h Y   are given by 

Equation (74) and Equation (56) respectively, we have 
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Equation (78) implies the second formula of Prop. D1.1 

4.5 Main results for the two-sample prediction 

4.5.1 Proposition A2 

The Bayesian UPL of 
r

y (i.e. the r th  failure time of the second software system) with level   

when   is known is  

   
 

( ) 1

1
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1
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e e

  



 
 


 

 

  


     

 
            Prop A2 

Proof 

We know that given ( )N t n , the n  failure times 
1 2
, , ...,

n
x x x  have the same distribution as the 

order statistics corresponding to n  independent random variables with 

density

0

( ) ,
x

t

u

e
f x

e du

















  0 x t   which reduces to
 

( )
1

x
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e
f x

e












.  This is to say 

that 
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Consequently,  
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The joint density of 1
( , ..., )

n
x x  is also given by Equation (14). Dividing Equation (14) by 

Equation (79), the density of n
x  is obtained as  
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Replacing 
n

x  by 
r

y , for the second system, we have the density of 
r

y  given as 

   
11 (1 )

( | , ) ( ) 1 .
yr

r r

r
y yr e

r
f y r e e e
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From Equation (20) we have  
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From Equation (21) and Equation (82), we have 

    

   
 

( ) 1

1

0

1
( ) ( ) ( ) 1

(2 )

r rU

r

r
y yy

n
T

ry T r n

e e
r n r n e dy

e e

  



 
 


 

 

  


     

 
        (83) 

Equation (83) implies the formula in Prop. A2 

4.5.2 Proposition B2 

The probability that the number of failures 
2

( )N t  in the time interval 
2

(0, ]t  for the second 

software system does not exceed a pre-determined nonnegative integer m , when   is known is 

      
 2

2 2

0

1 1 (1 )
.

(2 ) (2 )

k
t

T nm

t tT k T n

k

e n k e

ke e e e




  





  



    
  

    
                       Prop. B2 

Proof 

The study is interested in predicting the number of failures (denoted by 
2

( )N t ) of the second 

system occurring in the time interval 
2

(0, ]t . It can be shown from Equation (4) that the 

distribution in the interval 
1 2

( , ]t t  has a mean value of 
2

1

t

t

t

e dt





 . After solving the integral, the 

mean value reduces to 1 2( ) ( )
t t

m t e e
 


 

  . This implies that the mean value of the distribution 

in the interval 
2

(0, ]t  is    2( ) ( ) 1
t

m t E N t e





   . Hence 

   
2

2
1 (1 )

2
Pr ( ) | , ! (1 ) ,

t
tk k e

N t k k e e


 
  

   
     0,1, ...k        (84) 

For any level  , the Bayesian Upper prediction limit for 
2

( )N t
 
is N u  satisfying 

 2
Pr ( ) |

obs
N t N u Y    
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Here, an equivalent problem is considered. For any given positive integer m , we want to 

compute the probability that 
2

( )N t m  i.e. 

   2 2

0

Pr ( ) | Pr ( ) |

m

obs obs

k

N t m Y N t k Y


            (85) 

When   is known, from Equation (84) and Equation (19) we have 
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Therefore, Equation (86) becomes 
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Equation (87) implies the formula in Prop. B2 

4.5.3 Proposition C2 

Given that the number of failures in 
2

(0, ]t  for the second software is m , the Bayesian UPL of 

,  (1 )
r

y r m   with level   is 
( )

U
y


 satisfying the equation 
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    Prop. C2 

Proof  

First, we want to find the conditional density of r
y given 

2
( )N t m , from Equation (14), 
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Expanding the exponential term with the observed variables we have, 

      
1 1 2 1 1... ...
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Integrating with respect to 1 1
( , ..., )

r
y y

 , we proceed as follows 
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This implies that after integrating Equation (88) with respect to 
1 1
, ...,

r
y y


 we have 
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Further integrating Equation (90) with respect to 
1

( , ..., )
r m

y y


, we proceed as follows: 

Expanding the exponent with the observed variables, we have 1 1 2 ...

m

i

i r mr r

y
yy y

e e e e


    


 


 . Now 

integrating, we have 

2 2 2
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   . Therefore, after 

integrating with respect to 1
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y y

 ,  Equation (90) becomes 
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Therefore, the conditional density of r
y given 

2
( )N t m  is 
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which is independent of  . When   is known, Equation (20) can be re-written as 
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If r m , Equation (93) becomes 
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Solving the integral part of Equation (94), we proceed as follows 

Let my
x e
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Thus, the Bayesian UPL of 
m

y  with confidence level   is 
( )

U
y


 that satisfies Equation (95). The 

UPL with level   is equal to the lower prediction limit with level 1   
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4.6 Real Examples for Single sample Bayesian Prediction 

4.6.1 Using non-informative prior 

In this subsection, real data on the time between failures in Table 1 is used to illustrate the 

developed methodologies for the one-sample Bayesian predictive analysis. 

Table 1: Time between Failures Data (Xie et al. 2002). 

Failure No. Time 

between 

failures 

Cumulative 

time between 

failures 

Failure No. Time 

between 

failures 

Cumulative 

time between 

failures 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

30.02 

1.44 

22.47 

1.36 

3.43 

13.2 

5.15 

3.83 

21 

12.97 

0.47 

6.23 

3.39 

9.11 

2.18 

30.02 

31.46 

53.93 

55.29 

58.72 

71.92 

77.07 

80.90 

101.90 

114.87 

115.34 

121.57 

124.96 

134.07 

136.25 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

15.53 

25.72 

2.79 

1.92 

4.13 

70.47 

17.07 

3.99 

176.06 

81.07 

2.27 

15.63 

120.78 

30.81 

34.19 

151.78 

177.50 

180.29 

182.21 

186.34 

256.81 

273.88 

277.83 

453.93 

535.00 

537.27 

552.90 

673.68 

704.49 

738.68 

 

The study used the cumulative time between failures which are the failure times 

1 2 30
0 ...t t t     where 30n  . Satya et al. (2011) argued that these data obey the Goel-

Okumoto software reliability model and they obtained the MLEs of the parameters as 

31.698171   and 0.003962  . In the illustration of the developed methodologies, the study 

has used the MLE of   as was obtained by Satya et al. (2011) for the case where   is assumed 

known. 

(A1) Suppose that the target value is given by 0.03
tv

  . At time 182.21T  , the MLE of the 

achieved failure rate for this software is  
182.21

182.21 0.061e


  

  


   which is greater 
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than
tv

 . Implying that the target value cannot be achieved at time 182.21T  . Thus the 

development testing will continue. Suppose we want to find the probability that the target value 

tv
  will be achieved at time 277.83  , (i) when   is known, say 0.003962  , from the first 

formula in  (Prop. A1) we obtain 0  .  Thus it is not likely that the target value (failure rate) 

will be achieved. (ii) When   is unknown, from the second formula in (Prop. A1), we obtain 

0.0576   based on Monte Carlo sample size of 1000L  . 

(B1) Since the target value 
tv

 was not achieved at time 182.21T  , we want to know how long 

it will require in order to attain 
tv

 . (i) When   is known (i.e. 0.003962  ), Let 0.90  , 

from the first formula in  (Prop. B1) we obtain *
268.6116h  . In other words, it will take 

another 268.6116h in order to achieve the desired failure rate. (ii) When   is unknown, from 

the second formula of (Prop. B1) and Remark 1, we obtain *
  817.74h. In other words, it will 

take another 817.74h in order to achieve the desired failure rate when   is unknown.  

(C1) Given 900 h  , (i) When   is known,   from the first formula in (Prop. C1), the Bayesian 

Upper Prediction Limit of e



 


  with level 0 .90 is given by 

 
  0.0051

u


    (ii) When 

  is unknown, from the second part of (Prop. C1) and Remark 2, the Bayesian UPL of 

e



 


  with level 0.90 is given by 

 
  0.131952.

u


     

(D1) Suppose that we are interested in the probability k
 that at most k failures will occur in the 

future time period ( , ] (180, 250]T   (i) When   is known (say 0.003969   ), using the first 

formula in (Prop. D1), we have
0 1 2 3 4

0.0039, 0.0235,  0.0750,  0.1677,  0.2970         , 

5 6 7 8 9
0.4456,  0.5920,  0.7193,  0.8188,  0.8898         ,

10 11
0.9366,  0.9653,  

12
0.9819, 

13 14 15
0.9910,  0.9957,  and 0.9980       

(ii) When   is unknown, from the second formula in (Prop. D1), we obtain 

0 1 2 3
0.0010,  0.0087,  0.0292,  0.0721,        

4 5
0.1575,  0.2566   , 

6 7 8 9 10
0.3920,  0.5099,  0.6344,  0.7534,  0.8350         ,

11 12 13 14 15
0.9062,  0.9462,  0.9621,  0.9831,  0.9944         . Figure 1 shows the graph of 

the desired probabilities for the case when   is known and when   is unknown. 
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Figure 1: The graph of the probabilities k
  that at most k  failures will occur in the time interval 

(180, 240]  for the cases of known and unknown  . 

4.6.2 Using informative prior 

In this section, the parameters of the informative priors ( , )  and ( , )Gamma a b Gamma c d  are 

chosen arbitrarily as 2,  1 / 2,  2,  and 1 / 2a b c d    .  

(A1.1) The discussion in the first part of A1 follows. (i) When   is known, say 0.003962  , 

from the first formula in  (Prop. A1.1) we obtain 0.04542  .  Thus, as was in the case of non-

informative prior, it is unlikely that the target value (failure rate) will be achieved. (ii) When   

is unknown, from the second formula in (Prop. A1.1), we obtain 0.0269   where the Monte 

Carlo sample size is 1000.L   

(B1.1) The target value 0.03
tv

  has not been achieved at time 182.21T  . The interest now is 

to know how long it will require in order to attain 
tv

 . (i) When   is known 

(i.e. 0.003962  ), Let 0.90  , from the first formula in  (Prop. B1.1) we obtain 

*
97.167 h  . In other words, it will take another 97.167h in order to achieve the desired failure 
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rate. This is a significant reduction in the time that it will take to achieve the required 
tv

  

compared to the case when non-informative prior was used. (ii) When   is unknown, from the 

second formula of (Prop. B1.1) and Remark 3, we obtain '
323.79h  . In other words, it will 

take another 323.79 hours in order to achieve the desired failure rate when   is unknown.  

(C1.1) Given 900 h  , (i) When   is known,   from the first formula in (Prop. C1.1), the 

Bayesian Upper Prediction Limit of e



 


  with level 0 .90 is given by 

 
  0.0026

u


    (ii) 

When   is unknown, from the second formula of (Prop. C1.1) and Remark 4, the Bayesian 

UPL of e



 


  with level 0.90 is given by 

 
  0.1339.

u


    

(D1.1) Suppose that we are interested in the probability k
 that at most k failures will occur in the 

future time period ( , ] (180, 250]T   considering only the case when   is known (say 

0.003969  ), using the first formula in (Prop. D1.1), we have 

0 1 2 3 4
0.0438, 0.1744,  0.3750,  0.5867,  0.7592         ,

5 6
0.8748,  0.9412,  

7 8 9
0.9748,  0.9900,  0.9963     ,

10 11
0.9987,  0.9996,  

12 13
0.9999,  1.0000,    

14 15
1.0000,  and 1.0000   . The study established that the probabilities obtained will depend 

on the length of the time period ( , ]T . 

4.7 Simulation study for the two sample Bayesian prediction 

In this section, two software failure data sets are generated from the Goel – Okumoto (1979) 

software reliability model. The two data sets are simulated using the same model and parameters. 

The simulated data is used to illustrate the methodologies developed for the two sample Bayesian 

predictive analyses. The simulation procedure was as follows.  The Goel – Okumoto (1979) 

model is as given in Equation (13). 

The values of 100  and 0.0010741    were fixed. A value of T  from the set 

3 3 4
[200,  500, 10 ,  5 10 ,  10 ]S    was selected. The study used 200T  . The simulation used in 

the study is for illustrative purposes only. Nevertheless, there is a practical interpretation to the 

choices of ,   and T  . Case studies e.g. Musa (1987) have shown that a software fault density 

at the system testing stage is frequently on the order of five bugs per 1,000 lines of code. The 
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choice of 100  could be thought of as symbolizing a practically large software system that is 

on the order of 20,000 lines of codes. The choices for  and T  together imply that most of the 

failures will be discovered during the simulated test period. Following the forgoing discussion, 

the following two data sets were simulated from the Goel – Okumoto (1979) software reliability 

model using the following steps: 

Step 1: 0,  0t I   

Step 2: G enerate a random  num ber U  

Step 3: 
1

log . If ,  stop.t t U t T


    

Step 4: Generate a random number .U  

Step 5: If ( ) / ,  set 1,  ( ) .U t I I S I t      

Step 6: Go to step 2. 

In the above steps, ( )t  is known as the intensity function and  is such that ( ) .t   the last 

value of I  represents the number of events time T , and (1), ..., ( )S S I  are the event times. The 

above procedure of simulation is referred to as the thinning algorithm since it ‘thins’ the 

homogeneous Poisson points. It is the most efficient simulation procedure in the sense that it has 

the fewest number of rejected events times when ( )t  is near   throughout the interval 

(Sheldon, 2002). Using the above procedure, the following two data sets were generated. The 

first data set is assumed to be the software failure times from the first software and the second 

data set is assumed to be the failure times from the second software. 

 Software one: 8.9345, 27.0177, 34.5816, 54.8606, 83.5715, 111.4006, 139.8851, 157.4743, 

181.0868, 182.8410 

Software two: 2.3159, 16.2530, 20.5721, 23.3416, 42.8030, 46.7417, 61.0926, 63.8807, 75.1330, 

80.7768, 97.3435, 117.9091, 129.3157, 138.0590, 169.3410, 172.7516, 186.0293, 193.1918, 

198.5999 
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4.8 Maximum Likelihood Estimation 

Suppose the observation of the failure times occurred in the time interval (0, ]T  where 200T  , 

and n  faults were observed at the failure times 1 2
0 ...

n
t t t T     . The joint density of the 

failure times is as in Equation (14). Taking the log-likelihood function of (14) gives 

      1

ln ln (1 )

n

T

i

i

L n n t e


   




                   (96) 

Differentiating L  partially with respect to  and    and equating to zero (equating the partial 

derivatives of L  to zero optimizes the values of  and   ) gives 

(1 ) 0.
TL n

e


 


   


         (97) 

1

0.

n

T

i

i

L n
t Te




 






   


          (98) 

Solving Equation (91) and Equation (92) for  and   , we obtain 

1
T

n

e













           (99) 

1

.

1

Tn

i
Ti

n nTe
t

e















 



         (100) 

Hossain and Dahiya (1993) showed that a necessary and sufficient condition for Equation (99) 

and Equation (100) to have a unique and positive solution ( , ) 
 

 is if and only if 

1

(2 / )

n

i

i

t n T



 . That is, the ML estimates of  and    will exist only and only if two times the 

mean failure time is less than T . In most cases, the value of  and  T will be such that 

Pr[ ( ) 0]N T   is negligible. As a result, there will be one fault discovered during the testing 

(i.e., n 1)  and the degenerate no failure case is of little concern, (Daniel and Hoang, 2001). 
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In most cases, the precision in the difference 1
T

e




 in the denominator of the second part in the 

RHS of Equation (100) will be poor since 
T

e




 will always be very close to unity. This brings a 

numerical difficulty in finding the root of Equation (100). An alternative form of Equation (100) 

that overcomes this difficulty is  

1

1

.

( )

!

n

i
ji

j

n nT
t

T

j

 
 





 



       (101) 

A numerical procedure known as the Newton Raphson method can be used to solve Equation 

(99) and Equation (101). The Newton Raphson method requires choosing initial values 

of  and   . Consequently, 95 and 0.0012    were chosen as the initial values. There is no 

any other explanation to the choosing of the initial values other than the fact that they are very 

close to the values 100  and 0.0010741    that were used during the simulation of the two 

software failure data sets in section 4.6. Consequently, the ML estimates 102.756  and 


  

0.001022177


  for software one were obtained.  

4.9 Real example for two-sample Bayesian prediction 

Here, we use the two software data sets simulated in section 4.6 to illustrate the developed 

methodologies in section 4.4 for two sample Bayesian prediction problems. Assuming that the 

two software systems were observed in the time interval (0, 200] , and their successive failure 

times are given by:  

 Software one: 8.9345, 27.0177, 34.5816, 54.8606, 83.5715, 111.4006, 139.8851, 157.4743, 

181.0868, 182.8410 

Software two: 2.3159, 16.2530, 20.5721, 23.3416, 42.8030, 46.7417, 61.0926, 63.8807, 75.1330, 

80.7768, 97.3435, 117.9091, 129.3157, 138.0590, 169.3410, 172.7516, 186.0293, 193.1918, 

198.5999 

The two software failure times are simulated from the same Goel – Okumoto (1979) software 

reliability model. The three issues in the two sample prediction in Chapter Three are addressed as 

follows: 
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Issue A2: First, we assume that the failure times of the second software were not observed. 

Based on the failure data of software one, the maximum likelihood estimate of   is given by 

0.001022177. When   is known to be 0.001022177, and from Prop. A2, the Bayesian UPL for 

the 15th  failure time of the second software with level 0.90   is ( )
33.737

U
y


  such 

that    
 

( ) 1

1

0

1
( ) ( ) ( ) 1

(2 )

r rU

r

r
y yy

n
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ry T r n

e e
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 .  

Issue B2: If 0.001022177  ,  then from Prop. B2, the probability that the number of failures in 

the time interval (0, 200]  for the second software not exceeding a pre-determined non-negative 

integer 16m  , is 0.9157  .  

Issue C2: suppose that the number of observed failures of the second software during (0, 200]  

is 15m  . Based on the failure data of the second software, if 0.001022177  , then from Prop. 

C2, the Bayesian UPL for 15
y  with level 0.90   is 198.00.

U
y
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CHAPTER FIVE 

SUMMARRY, CONCLUSIONS AND RECOMMENDATIONS 

5.1 Introduction 

In this chapter, the summary of the thesis is provided. Conclusions from the analysis carried out 

in the thesis and recommendations for further research are also discussed. 

5.2 Summary 

Many software reliability models have been developed by various authors in the past three 

decades, amongst, the Goel – Okumoto (1979) software reliability model. The models are mainly 

based on the history of failure of software and they can be categorized depending on the nature 

of the failure process studied. Several prediction problems arise during the development of any 

software especially when the Goel – Okumoto (1979) software reliability model is used to model 

the failure process. The study has proposed four issues associated closely to software 

development testing process in the single sample case and three issues in two sample case.  

Explicit solutions to these issues have been provided. The derived methodologies for the single 

sample case have been illustrated by time between software failure data given by (Xie et al. 

2002). For the two sample case, simulated data from the Goel-Okumoto software reliability 

model have been used to illustrate the derived solutions.  

5.3 Conclusions 

This research work has mainly focused on deriving explicit solutions to various prediction issues 

that may arise during the software development testing program using Bayesian approach. These 

solutions may prove to be very useful for the modification, debugging and for the decision to 

terminate the development testing process of the software. 

 

The adoption of Bayesian approach for the derivation of the solutions is advantageous in that the 

approach is available for cases of small sample sizes (Phillips, 2000; Quigley and Walls, 2003). 

Another advantage of the Bayesian approach is that it allows the input of prior information about 

the reliability growth process and provides full posterior and predictive distributions (Jun-Wu et 

al. 2007). The study has used both informative and non-informative priors to explicitly derive the 

posterior and predictive distributions to address the discussed software prediction problems. In 
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both cases, closed form solutions to some of the predictive inferences are not available and as 

such, the study has used MCMC.  

 

Gamma distribution has been used as the prior distribution in the case of single-sample 

prediction using informative prior. This is because experience in Bayesian modeling has shown 

that gamma distributions are reasonable representations for failure rates. They provide a spread 

of values from which the Likelihood function can emphasize the values needed to fit the data 

(Allan, 2012). Choosing of the parameters of the gamma prior distribution has poised some 

challenges. The study thus resorted to trial and error in choosing the gamma parameters until 

results that were closer to those from non-informative priors were reached.  

5.4 Recommendations 

This thesis has only considered and derived predictive procedures on the Goel – Okumoto (1979) 

software reliability model. However, the procedures presented in this thesis can also be extended 

to other NHPPs such as the delayed S-shaped process, the Cox – Lewis process and the Musa-

Okumoto process. In addition, in the investigation of two-sample prediction, this study has only 

considered the derivations of the methodologies for the case when the shape parameter   is 

known. It may be of interest to derive the methodologies for the case of unknown  . Again, for 

the two-sample prediction, the study has assumed that the failure times of the two software 

systems obey the same Goel – Okumoto (1979) software reliability model. When this assumption 

is violated, (e.g., 
1 2 1 2

 but        ), it is still of research interest to study the two-sample 

prediction problems. This is left open for future research. 
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APPENDIX 

The following are the R-codes that were used in the simulation and computation of the results. 

One Sample Bayesian prediction using non-informative prior 

Proposition A1 

i) When   is known, the program used was: 

n<-30 

lamtv<-0.03 

T<-182.21 

tao<-277.83 

beta<-0.003962 

h<-0:(n-1) 

d<-((1-exp(-beta*T))*lamtv)/(beta*exp(-beta*tao)) 

t<-(d^h)/factorial(h) 

z<-t*exp(-d) 

y<-1-sum(z) 

y 

 

ii) When   is unknown, the program used was: 

n<-30 

st<-7190.86 # sum of the ti's 

lamtv<-0.03 

T0<-182.21 

tau<-277.83 

g1<-function(b){ 

                (1-exp(-b*T0))^-n*factorial(n-1)/st^n 

               } 

g2<-function(b,h){ 
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                b1<-(1-exp(-b*T0))*lamtv/(b*exp(-b*tau)) 

                b2<-1-exp(-b*T0) 

                (b1^h/factorial(h))*exp(-b1)*factorial(n-1)/(b2*st)^n 

                 } 

H<-0:(n-1) 

vec1<-rep(0,n) 

for (j in 1:n){ 

                h<-H[j] 

                G<-1000 

                vec2<-rep(0,G) 

                vec3<-rep(0,G) 

                for (i in 1:G){ 

                                 br<-rgamma(1,n,st) 

                                 vec2[i]<-g1(br) 

                                 vec3[i]<-g2(br,h) 

                               } 

                vec1[j]<-sum(vec3)/sum(vec2) 

                } 

1-sum(vec1) 

 

Proposition B1 

i) When   is known, the program used was: 

beta<-0.003962 

n<-30 

T<-182.21 

lambdatv<-0.03 

chi<-qchisq(0.10, df =  60) 



 

62 
 

x<-(1-exp(-beta*T)) 

y<-(beta*chi)/(2*lambdatv*x) 

taostar<-(log(y)/beta)-T 

taostar 

 

ii) When   is unknown, the program used was: 

n<-30 

st<-7190.86 # sum of the ti's 

lamtv<-0.03 

T0<-182.21 

vectau<-890:1090 

p<-0.7 

g1<-function(b){ 

                (1-exp(-b*T0))^-n*factorial(n-1)/st^n 

               } 

g2<-function(b,h,tau){ 

                b1<-(1-exp(-b*T0))*lamtv/(b*exp(-b*tau)) 

                b2<-1-exp(-b*T0) 

                (b1^h/factorial(h))*exp(-b1)*factorial(n-1)/(b2*st)^n 

                 } 

k<-1 

vecp<-c() 

while(p<=0.9){ 

tau<-vectau[k] 

H<-0:(n-1) 

vec1<-rep(0,n) 

for (j in 1:n){ 
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                h<-H[j] 

                G<-1000 

                vec2<-rep(0,G) 

                vec3<-rep(0,G) 

                for (i in 1:G){ 

                                 br<-rgamma(1,n,st) 

                                 vec2[i]<-g1(br) 

                                 vec3[i]<-g2(br,h,tau) 

                               } 

                vec1[j]<-sum(vec3)/sum(vec2) 

                } 

vecp[k]<-p 

p<-1-sum(vec1) 

k<-k+1 

} 

which(vecp==max(vecp))+min(vectau) 

 

Proposition C1 

i) When   is known, the program used was: 

beta<-0.003962 

tau<-900 

n<-30 

T<-182.21 

chi<-qchisq(0.10, df =  60) 

x<-(1-exp(-beta*T)) 

UPL<-(chi*beta*exp(-beta*tau))/(2*x) 

UPL 
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ii) When   is unknown, the program used was 

n<-30 

st<-7190.86 # sum of the ti's 

veclamtv<-seq(0.03, 1,length=1000) 

T0<-182.21 

tau<-277.83 

g1<-function(b){ 

                (1-exp(-b*T0))^-n*factorial(n-1)/st^n 

               } 

g2<-function(b,h,lamtv){ 

                b1<-(1-exp(-b*T0))*lamtv/(b*exp(-b*tau)) 

                b2<-1-exp(-b*T0) 

                (b1^h/factorial(h))*exp(-b1)*factorial(n-1)/(b2*st)^n 

                 } 

k<-1 

vecp<-c() 

p<-.7 

while(p<=0.9){ 

lamtv<-veclamtv[k] 

H<-0:(n-1) 

vec1<-rep(0,n) 

for (j in 1:n){ 

                h<-H[j] 

                G<-1000 

                vec2<-rep(0,G) 

                vec3<-rep(0,G) 

                for (i in 1:G){ 
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                                 br<-rgamma(1,n,st) 

                                 vec2[i]<-g1(br) 

                                 vec3[i]<-g2(br,h,lamtv) 

                               } 

                vec1[j]<-sum(vec3)/sum(vec2) 

                } 

vecp[k]<-p 

p<-1-sum(vec1) 

k<-k+1 

} 

veclamtv[which(vecp==max(vecp))] 

 

Proposition D1 

i) When   is known, the program used was: 

T0<-180 

tau<-250 

n<-30 

b<-0.003962 

const1<-(1-exp(-b*T0))/(exp(-b*T0)-exp(-b*tau)) 

const2<-(exp(-b*T0)-exp(-b*tau))/(1-exp(-b*tau)) 

k<-0:15 

vecyk<-rep(0,length(k)) 

for (i in 1:length(k)){ 

                      J<-n:(n+k[i]) 

                      a<-rep(0,length(J)) 

                      for (j in 1:length(J)) a[j]<-choose(J[j]-1,n-1)*const2^J[j] 

                      vecyk[i]<-const1^n*sum(a)} 
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vecyk 

 

ii) When   is unknown, the program used was: 

T0<-180 

tau<-240 

st<-7190.86 

n<-30 

k<-0:15 

G<-1000 

vecyk2<-rep(0,length(k)) 

fb<-function(b0)(exp(-b0*T0)-exp(-b0*tau))^(j0-n)/((1-exp(-b0*tau))^j0*st^n) 

g1<-function(b){ 

                (1-exp(-b*T0))^-n*factorial(n-1)/st^n 

               } 

for (i in 1:length(k)){ 

                      J<-n:(n+k[i]) 

                      a<-rep(0,length(J)) 

                      for (j in 1:length(J)){ 

                         j0<-J[j]   

                         vecb0<-rgamma(G,n,st) 

                         d<-mean(g1(vecb0)) 

                         k0<-mean(fb(vecb0))            

                         a[j]<-factorial(J[j]-1)*k0/(d*factorial(J[j]-n))} 

vecyk2[i]<-sum(a) 

}                                

vecyk2 
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One-Sample Bayesian prediction using informative prior 

Proposition A1.1 

i) When   is known, the program used was: 

n<-30 

lamtv<-0.03 

T<-182.21 

tao<-277.83 

beta<-0.003962 

a<-2 

b<-1/2 

c<-2 

d<-1/2 

h<-0:(a+n-1) 

d<-((1-exp(-beta*T)+b)*lamtv)/(beta*exp(-beta*tao)) 

t<-(d^h)/factorial(h) 

z<-t*exp(-d) 

y<-1-sum(z) 

y 

 

ii) When   is unknown, the program used was: 

n<-30 

st<-7190.86 # sum of the ti's 

lamtv<-0.03 

T0<-182.21 

tau<-277.83 
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a<-2 

b<-1/2 

c<-2 

d<-1/2. 

g1<-function(x){ 

                (1-exp(-x*T0)+b)^-(n+a)*factorial(n+c-1)/(st+d)^(n+c) 

               } 

g2<-function(x,h){ 

                k1<-(1-exp(-x*T0)+b)*lamtv/(x*exp(-x*tau)) 

                k2<-factorial(n+c-1)/((1-exp(-x*T0)+b)^(n+a)*(st+d)^(n+c)) 

                (k1^h/factorial(h))*exp(-k1)*k2 

                 } 

H<-0:(n+a-1) 

vec1<-rep(0,(n+a)) 

for (j in 1:(n+a)){ 

                h<-H[j] 

                G<-1000 

                vec2<-rep(0,G) 

                vec3<-rep(0,G) 

                for (i in 1:G){ 

                                 br<-rgamma(1,n+c,st+d) 

                                 vec2[i]<-g1(br) 

                                 vec3[i]<-g2(br,h) 

                               } 

                vec1[j]<-sum(vec3)/sum(vec2) 

                } 

1-sum(vec1) 
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Proposition B1.1 

i) When   is known, the program used was: 

n<-30 

lamtv<-0.03 

T<-182.21 

tao<-277.83 

beta<-0.003962 

t<-qchisq(0.10,2*n) 

a<-2 

b<-1/2 

c<-2 

d<-1/2 

r<-(beta*t)/(2*lamtv*(1-exp(-beta*T)+b)) 

taoprime<-((1/beta)*log(r))-T 

taoprime 

 

ii) When   is unknown, the program used was: 

n<-30 

st<-7190.86 # sum of the ti's 

lamtv<-0.03 

T0<-182.21 

p<-0.7 

vectau<-300:1090  

#values of the parameters of prior distribution 

a<-2 

b<-1/2 
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c<-2 

d<-1/2 

g1<-function(x){ 

                (1-exp(-x*T0)+b)^-(n+a)*factorial(n+c-1)/(st+d)^(n+c) 

               } 

g2<-function(x,h,tau){ 

                k1<-(1-exp(-x*T0)+b)*lamtv/(x*exp(-x*tau)) 

                k2<-factorial(n+c-1)/((1-exp(-x*T0)+b)^(n+a)*(st+d)^(n+c)) 

                (k1^h/factorial(h))*exp(-k1)*k2 

                 } 

k<-1 

vecp<-c() 

while(p<=0.9){ 

      tau<-vectau[k] 

      H<-0:(n+a-1) 

      vec1<-rep(0,(n+a)) 

      for (j in 1:(n+a)){ 

                          h<-H[j] 

                          G<-1000 

                          vec2<-rep(0,G) 

                          vec3<-rep(0,G) 

                          for (i in 1:G){ 

                                 br<-rgamma(1,n+c,st+d) 

                                 vec2[i]<-g1(br) 

                                 vec3[i]<-g2(br,h,tau) 

                               } 

                            vec1[j]<-sum(vec3)/sum(vec2) 
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                } 

vecp[k]<-p 

p<-1-sum(vec1) 

k<-k+1 

} 

vecp 

which(vecp==max(vecp))+min(vectau) 

 

Proposition C1.1 

i) When   is known, the program used was: 

n<-30 

lamtv<-0.03 

T<-182.21 

tao<-277.83 

taoprime<-900 

beta<-0.003962 

t<-qchisq(0.10,2*n) 

a<-2 

b<-1/2 

c<-2 

d<-1/2 

r<-(beta*t*exp(-beta*taoprime))/(2*(1-exp(-beta*T)+b)) 

r 

 

ii) When   is unknown, the program used was: 

n<-30 

st<-7190.86 # sum of the ti's 
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veclamtv<-seq(0.03, 1,length=1000) 

T0<-182.21 

tau<-277.83 

p<-0.7 

#values of the parameters of prior distribution 

a<-2 

b<-1/2 

c<-2 

d<-1/2 

g1<-function(x){ 

                (1-exp(-x*T0)+b)^-(n+a)*factorial(n+c-1)/(st+d)^(n+c) 

               } 

g2<-function(x,h,tau){ 

                k1<-(1-exp(-x*T0)+b)*lamtv/(x*exp(-x*tau)) 

                k2<-factorial(n+c-1)/((1-exp(-x*T0)+b)^(n+a)*(st+d)^(n+c)) 

                (k1^h/factorial(h))*exp(-k1)*k2 

                 } 

k<-1 

vecp<-c() 

p<-.7 

while(p<=0.9){ 

lamtv<-veclamtv[k] 

H<-0:(n+a-1) 

vec1<-rep(0,n+a) 

for (j in 1:(n+a)){ 

                h<-H[j] 

                G<-1000 
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                vec2<-rep(0,G) 

                vec3<-rep(0,G) 

                for (i in 1:G){ 

                                 br<-rgamma(1,n+a,st+d) 

                                 vec2[i]<-g1(br) 

                                 vec3[i]<-g2(br,h,lamtv) 

                               } 

                vec1[j]<-sum(vec3)/sum(vec2) 

                } 

vecp[k]<-p 

p<-1-sum(vec1) 

k<-k+1 

} 

veclamtv[which(vecp==max(vecp))] 

    

Proposition D1.1 

i) When   is known, the program used was: 

T0<-180 

tau<-240 

n<-30 

x<-0.003962 

e<-2 

b<-1/2 

c<-2 

d<-1/2 

const1<-(1-exp(-x*T0)+b)/(exp(-x*T0)-exp(-x*tau)) 

const2<-(exp(-x*T0)-exp(-x*tau))/(1-exp(-x*tau)+b) 
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const3<-(1-exp(-x*T0)+b)/(1-exp(-x*tau)+b) 

k<-0:10 

vecyk<-rep(0,length(k)) 

for (i in 1:length(k)){ 

                      J<-n:(n+k[i]) 

                      a<-rep(0,length(J)) 

                      for (j in 1:length(J+a)) a[j]<-choose(J[j]+e-1,n+e-1)*const2^J[j] 

                      vecyk[i]<-const1^n*const3^e*sum(a)} 

vecyk 

 

Two Sample-Bayesian Prediction 

Simulation 

For simulation and calculation of the MLE for the simulated data, the following R-codes was 

used: 

t<-0; I<-0; T<-200; alpha<-100; beta<-0.0010741 

lambda0<-alpha*beta*exp(-beta*T) 

lambda<-function(t)   alpha*beta*exp(-beta*t) 

S0<-c() 

while(t<=T) { 

   u<-runif(1) 

   t<-t-log(u)/lambda0 

   u1<-runif(1) 

      if(u1<=lambda(t)/lambda0){ 

     I<-I+1 

     S0[I]<-t  } else {I<-I} 

} 

S<-S0[-length(S0)] 
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n<-length(S) 

Loglik<-function(par){ 

  a<-par[1] 

  b<-par[2] 

  -n*log(a)-n*log(abs(b))+abs(b)*sum(S)+a*(1-exp(-abs(b)*T)) 

 

} 

par0<-c(147,0.0012) 

2*sum(S)/n 

mle<-optim(par0,Loglik) 

mle 

est<-mle$par 

est 

 

Proposition A2 

The following program was used to illustrate Proposition A2: 

n<-10 

r<-15 

T<-200 

b<-0.001022177 

const<-(factorial(r+n-1)*b*(1-exp(-b*T)))/(factorial(r-1)*factorial(n-1)) 

g1<-function(yr){ 

                 const*(exp(-b*yr)*(1-exp(-b*yr))^(r-1))/((2-exp(-b*yr)-exp(-

b*T))^(r+n)) 

                } 

g<-integrate(g1,0,33.73700) 

g 
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Proposition B2 

The following program was used to illustrate the Proposition B2: 

T<-200 

t2<-200 

n<-10 

b<-0.001022177 

k<-0:16 

z<-((1-exp(-b*t2))^k)/(2-exp(-b*t2)-exp(-b*T))^k 

g<-((1-exp(-b*T))^n)/(2-exp(-b*t2)-exp(-b*T))^n 

r<-choose(n+k-1,k) 

y<-z*r*g 

sum(y) 

 

Proposition C2 

The following program was used to illustrate the Proposition C2 

m<-15 

yu<-1:200 

b<-0.001022177 

t2<-200 

t<-(1-exp(-b*yu))^m 

k<-(1-exp(-b*t2))^m 

y<-t/k 

y[198] 

 

 

 

   


